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Objective Data Exploration Random Forest Regressor
We aim to use machine learning and exploratory data
analysis to find unseen patterns that may be of interest When creating a regression model, a great first step is to gather Random Forest Regressor has two primary traits to its functions. The first
to advisors to promote student success. information about the linear correlation values between your features feature is how it samples data; random forest regressor takes random
and target variable. In the case of this project, we found that the highest groups, or “forests”, of data features to estimate a label value. The
linearly correlated feature to a student’s GPA at the end of a semester, is second model trait is incorporating decision trees in making choices of
Week 10 Engagement percent Change Weekly Totals their midterm grade. This is a great piece of insight, however, the biggest how to interpret information.
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e e conene 11 Conclusions Improvements

With the current random forest regressor, we have a root-mean-squared error Feature engineering has proved to be very helpful with improving our model.

of ~0.633. This means that we are predicting a student’s end-of-semester GPA For example, logging into D2L multiple times within the span of a few minutes
within a margin of on average (+|-) 0.633. We are currently researching and does not indicate student engagement. However, only counting 1 login per 10

= e e i i o b implementing different techniques in order to reduce this error as low as hours does.
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In the future, we would like to complete the advisor dashboard website to make
guiding students towards success easier and more robust. On top of this, we are
currently working on implementing Time-Series Forecasting models with this
data because we believe that a given student’s performance is highly dependent
on how they have performed in the past weeks or semesters.

-3 Missing data is the biggest issue with our current model. We expect that when
we are able to find better solutions to imputing this missing data, the

performance of our model will improve drastically.
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